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ABSTRACT

We explore computational strategies for matching human vocal imitations of birdsong to actual birdsong
recordings. We recorded human vocal imitations of birdsong and subsequently analysed these data
using three categories of audio features for matching imitations to original birdsong: spectral, temporal,
and spectrotemporal. These exploratory analyses suggest that spectral features can help distinguish
imitation strategies (e.g. whistling vs. singing) but are insufficient for distinguishing species. Similarly,
whereas temporal features are correlated between human imitations and natural birdsong, they are also
insufficient. Spectrotemporal features showed the greatest promise, in particular when used to extract
a representation of the pitch contour of birdsong and human imitations. This finding suggests a link
between the task of matching human imitations to birdsong to retrieval tasks in the music domain such
as query-by-humming and cover song retrieval; we borrow from such existing methodologies to outline
directions for future research.

INTRODUCTION
Humans often find bird sounds beautiful and interesting, and appear naturally inclined to imitate them. We
can find bird imitations in various cultural contexts such as music and birdwatching. These imitations span
the whole semiotic range from verbal description to verbatim copy, through mnemonics, onomatopoeia,
whistling, and instrumental decoy (Taylor, 2017; Pieplow, 2017).

Having a machine match human and bird sounds is a multimodal problem for which there is no
well-established computational framework. As of today, it is unclear whether this problem should be
approached as speech recognition, as birdsong classification, or as melody extraction. Furthermore,
variations within and between individual birds of a given species, as well as variations within and between
humans in their imitation strategies, raise challenging research questions.

Machine listening research on human imitations of birdsong may play an important role in the
emerging field of vocal interactivity in-and-between humans, animals, and robots (VIHAR). Indeed, this
topic naturally involves all three agents. In particular, it investigates the ability of birds to produce songs
which broadcast the acoustic signature of their species; the ability of humans to communicate the identity
with their own voice; and the ability of robots (here, digital audio recording devices) to unify birdsong
and human voice into a shared metric space of pairwise similarity. There is a growing body of machine
listening research on vocal imitation in other areas, such as musical instruments (Kapur et al., 2004;
Mehrabi et al., 2018), non-vocal sounds (Lemaitre et al., 2016a), basic auditory features (Lemaitre et al.,
2016b), and audio concepts (Cartwright and Pardo, 2015). However, it appears that research on vocal
imitations of non-human animal vocalizations is a novel area for VIHAR research.

The purpose of this paper is to explore the problem space of matching birdsong and imitations, in



order to guide the design of systems for classification and retrieval. To this end, we begin by describing
our paradigm for collecting birdsong and human imitations. Then, we explore the data using various
methods for matching human vocal imitations to birdsong, by assessing measures in the spectral, temporal,
and spectrotemporal domains. We conclude by discussing potential approaches to this problem.

DATA COLLECTION
Imitations. Imitations were collected from a convenience sample of 17 participants (20-68 years; 4
female), including 10 with musical training and 11 with birding experience. Participants were seated
alone in a sound-attenuated room. They were presented with a birdsong recording, and then immediately
imitated what they heard. The sound of a clap marked the end of the birdsong excerpt and the beginning
of the recording period, which lasted 2 seconds longer than the given birdsong stimulus. We used a
MATLAB script to present stimuli and record imitations, using the internal speakers and microphone of
a Dell Latitude E6420 laptop. Participants pressed a key to proceed to the next recording. Before data
collection, there was a practice round with three birdsong recordings from outside the dataset. Participants
were told that they could imitate in any manner they would choose.
Stimuli. In order to obtain birdsong for stimuli, field recordings of birdsong were scraped from Xeno-
Canto.org, a citizen-science platform for sharing bird sounds (Vellinga and Planqué, 2015). The search
was limited to a) the ‘song’ vocalization type (as opposed to, e.g., ‘call’), b) a quality rating of A
or B (on a scale from A to E, A being highest), and c) 10 specific species: black-capped chickadee
(Poecile atricapillus), black-throated blue warbler (Setophaga caerulescens), common yellowthroat
(Geothlypis trichas), mourning dove (Zenaida macroura), northern cardinal (Cardinalis cardinalis),
prairie warbler (Setophaga discolor), red-eyed vireo (Vireo olivaceus), sora (Porzana carolina), veery
(Catharus fuscescens), and white-throated sparrow (Zonotrichia albicollis). In order to obtain ‘clean’
birdsong excerpts that are suitable for imitation, we used Sonic Visualizer (Cannam et al., 2010) to
manually annotate excerpts that a) had relatively high signal-to-noise ratio, b) contained song from the
target species, and c) lasted approximately 2-10 seconds. From each of the 10 species, we randomly
selected 10 recordings, and then selected the longest excerpt in each of those recordings to be used as
stimuli for eliciting imitations, thus amounting to 10 � 10 = 100 stimuli per trial. Figure 1 shows a
spectrogram that illustrates the data acquisition process for imitations.

This dataset 1 and the code 2 for this project are will be available will be available online.

Figure 1. Spectrogram representation of one instance of data collection, comprising the playback of
one stimulus the playback of a clap to alert the subject; and the live acquisition of the human imitation.

DATA EXPLORATION
Spectral analysis and results
If the goal in this problem space is to match human imitations to the imitated birdsong, an intermediate
goal could be to match imitations to a species category. In previous research, Kapur et al. (2004) had
success classifying human imitations of instruments (in beat boxing) using the feature space of the
mel-frequency cepstral coefficients (MFCCs). In basic terms, MFCCs measure the overall shape of the
acoustic energy spectrum over a frequency scale that is perceptually uniform. This feature is commonly
used in speech recognition and music processing. The purpose of this section was to visually explore
the separability of species in the MFCC space in order to see whether such features might be useful for
species classification.

1https://birdvoximitation.weebly.com
2https://github.com/BirdVox/oudyk_vihar2019
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